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Abstract

Social cognition, including complex social judgments and attitudes, is shaped by individual learning experiences, where affect often
plays a critical role. Aversive classical conditioning—a form of associative learning involving a relationship between a neutral event
(conditioned stimulus, CS) and an aversive event (unconditioned stimulus, US)—represents a well-controlled paradigm to study how the
acquisition of socially relevant knowledge influences behavior and the brain. Unraveling the temporal unfolding of brain mechanisms
involved appears critical for an initial understanding about how social cognition operates. Here, 128-channel ERPs were recorded in 50
subjects during the acquisition phase of a differential aversive classical conditioning paradigm. The CS+ (two fearful faces) were paired
50% of the time with an aversive noise (CS↑ + /Paired), whereas in the remaining 50% they were not (CS↑ + /Unpaired); the CS− (two
different fearful faces) were never paired with the noise. Scalp ERP analyses revealed differences between CS↑ + /Unpaired and CS− as
early as∼120 ms post-stimulus. Tomographic source localization analyses revealed early activation modulated by the CS+ in the ventral
visual pathway (e.g. fusiform gyrus,∼120 ms), right middle frontal gyrus (∼176 ms), and precuneus (∼240 ms). At∼120 ms, the CS−
elicited increased activation in the left insula and left middle frontal gyrus. These findings not only confirm a critical role of prefrontal,
insular, and precuneus regions in aversive conditioning, but they also suggest that biologically and socially salient information modulates
activation at early stages of the information processing flow, and thus furnish initial insight about how affect and social judgments operate.
© 2002 Elsevier Science Ltd. All rights reserved.
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1. Introduction

Social cognition refers to the ability to evaluate and pre-
dict others’ behavior, affect, intentions and beliefs, i.e. the
ability to interact in complex social environments. Com-
plex, socially-appropriate decision making, especially in
situations where incomplete information is available, of-
ten involves building representation of contingencies based
on prior experiences. Thus, social cognition and evalua-
tion heavily relies on individual experiences, ultimately on
learning and memory[12].

In recent years, the study of brain mechanisms governing
social cognition has attracted considerable attention[7,43].
As classical conditioning is considered as “a prototype for
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the study of brain functions involved in unconscious acqui-
sition of knowledge” ([21], p. 235)—a mechanism that ap-
pears to play a key role in social cognition (e.g.[1])—this
paradigm represents a powerful and well-controlled tool to
investigate brain mechanisms involved in important aspects
of social cognition.

Aversive classical conditioning or fear conditioning[41]
is a form of associative learning involving a relationship
between an initially neutral event (the conditioned stim-
ulus, CS) and an event with biological significance (the
unconditioned stimulus, US). By being temporally cou-
pled with a salient stimulus (US), the CS becomes be-
haviorally significant and it comes to elicit a range of
species-specific defensive responses, even when the US is
no longer presented[11,30]. In animals, the brain circuitry
involved in the acquisition and maintenance of condi-
tioned fear has been extensively investigated (for reviews,
[11,30]). These studies have shown that CS–US pairing
leads to activation of the lateral nucleus of the amygdala,
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which in turn modulates motor and endocrine-autonomic
output.

In recent years, several functional neuroimaging studies
have investigated the neural substrates of classical condition-
ing in humans, confirming a critical role of the amygdala,
orbitofrontal cortex (OFC), medial prefrontal cortex (PFC),
and insula in classical aversive conditioning (for reviews,
[5,44]). The amygdala, in particular, may be critical for for-
mation and modulation of associative links with aversive
character, which may result in learning-dependent plasticity
in cortical regions encoding the sensory contingencies in-
volved (e.g.[25,36]). Further, in light of their respective roles
in the regulation, evaluation, and autonomic control of affect,
medial PFC, OFC, and insula play an important role in antic-
ipation of and reactivity to aversive cues (for review,[10]).
Intriguingly, amygdalar activation has been found to be as-
sociated with unconscious evaluation of racial groups[43];
individual variations in amygdalar activation in response to
faces of members of a racial minority were interpreted as
being “a reflection of culturally acquired knowledge about
social groups filtered through individual experience” ([43],
p. 733).

Whereas functional neuroimaging studies have greatly
advanced our understanding of the brain circuitry governing
fear conditioning, their coarse temporal resolution (in the
order of seconds) does not allow the investigation of the
temporal dynamic of underlying brain mechanisms. This
information appears important for a comprehensive under-
standing about how the brain processes socially relevant
information. For instance, demonstration that biologically
and socially relevant information is processed very quickly
in the human brain, e.g. within the first 150 ms after stim-
ulus presentation, would strongly support the notion that
social cognition and evaluation operate in an automatic and
preattentive way (e.g.[17]). To this end, scalp recordings
of brain electrical activity (event-related potentials, ERPs)
can be used to gather non-invasive access to human brain
activity with a time resolution of milliseconds.

Although several ERP studies have investigated corti-
cal correlates of classical aversive conditioning, results
often diverge. Whereas some studies have demonstrated
CS+ modulation during acquisition of fear conditioning on
early ERP components (P100, N100, P200)[3,4,23,33,60],
others have found modulations of later ERP components,
particularly the P300[53,54,61] and the CNV complex
[15,50,60]. Recently, Baas et al.[3] reported accentuated
exogenous ERPs starting at 60 ms over occipital regions as
well as increased P300 and late frontal negativity for a threat
cue (a grating predicting potential delivery of a shock) com-
pared to a safe cue. Similarly, Montoya et al.[33] reported
increased ERPs to auditory pseudo-words conditioned to
electric shocks at 100 ms. The early threat-modulated ac-
tivity replicated recent findings suggesting that socially
salient information, such as likability/attractiveness ([46]:
80–116 ms;[47]: ∼112 ms) and facial expression ([19]:
∼110 ms) modulated initial stages of the information

processing flow. As a corpus, these results are consistent
with the assumption that adaptive behavior relies on rapid
monitoring of potentially salient cues in the environment,
a mechanism that may be implemented through enhanced
sensory processing. Since the amygdala has been implicated
in threat detection[5,30], amygdalar projections to path-
ways in the visual system have been invoked for explaining
such early affect-modulated activity. Besides early exoge-
nous ERP components, fear conditioning may modulate a
late frontal negativity wave which has been observed under
various experimental manipulations that involved anticipa-
tion of various arousing stimuli, such as aversive noise[50],
shock[3], and high-interest pictorial stimuli[51].

In the present study, high-density ERP recordings and a
tomographic source localization technique based on proba-
bilistic brain atlases were used to investigate with increased
spatial sensitivity the temporal unfolding of brain mech-
anisms involved in aversive conditioning. Based on the
functional neuroimaging and ERP findings reviewed above,
we hypothesized that the CS+ would affect activity in
the medial PFC, OFC, insula, and modality-specific sen-
sory regions, with early exogenous potentials (as indices
of boosted sensory processing) and late frontal negativity
(as index of anticipatory processes) as the primary ERP
components involved.

2. Methods

2.1. Participants

Fifty subjects (24 female, 26 male; mean age: 19.02,
S.D.: 1.07) participated in the experiment. All sub-
jects were undergraduate students at the University of
Wisconsin-Madison, were right-handed[8], and free of any
medical or neurological problems. For their participation,
they received US$ 40.

2.2. Procedure

After written informed consent was obtained to an ex-
perimental protocol approved by the University of Wiscon-
sin Human Subjects Committee, subjects were comfortably
seated in a room equipped with an intercom system. A
chin-rest was used to keep the distance between the subject
and the screen constant (50 cm). Subjects were instructed
to passively observe facial stimuli serially presented on the
monitor and that sometimes they will hear an annoying but
not painful noise while observing the face images. They
were told that the noise was used to act as a mild stressor.

For the ERP task, 224 trials were presented divided in 4
blocks each with 56 trials and separated by a 30-s break.
Each block started with the presentation of a fixation cross
for 3 s that was used to help to focus on the screen loca-
tion where the faces were presented. Within each block,
four conditions were equally presented (14 trials/condition):
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“CS↑ + /Paired”, “CS↑ + /Unpaired”, “CS↑ − /Fear”, and
“CS↑ − /Happy”. All stimuli were selected from the Ekman
and Friesen’s series[13]. For the CS+, two photographs
of facial expression of fear were selected (one man, one
woman). For the CS↑ − /Fear, two different photographs of
facial expression of fear were used (one man, one woman).
For the CS↑ − /Happy, two photographs of facial expres-
sion of happiness were selected (one man, one woman). The
stimuli were size-, contrast- and brightness-adjusted portrait
photographs (8 cm× 12 cm). To study aversive fear condi-
tioning without the interference of the US, a partial rein-
forcement schedule was used. Thus, half the time, two of the
fearful faces were paired (CS↑ + /Paired) with an aversive
noise delivered through commercial earbuds; on the remain-
ing trials they were unpaired (CS↑ + /Unpaired). The aver-
sive noise—an overlay of several commercially available
sound effects (smoke alarm, ringing bell, foghorn, and gui-
tar electric feedback) created using Cool Edit Pro (Syntril-
lium Software Corporation, Phoenix, AZ) software[52]—
was played with a nearly instantaneous rise time at 95 dB for
1 s immediately after offset of the CS+. The second set of
fearful faces (CS↑ − /Fear) as well as the happy faces (CS↑
− /Happy) were never paired with the noise and served as
control conditions. Facial stimuli were presented for 450 ms
in a pseudo-randomized sequence with a variable ITI (range:
1.5–1.8 s). The pseudo-random sequence had the constraint
that no more than three trials of the same condition, ITI, or
model posing the facial expression could occur in sequence.
For ERP computations, 56 trials/condition were available.
The acquisition phase lasted approximately 10 min.

After the ERP recordings, subjects were asked to rate the
US with respect to valence (from 1, “very unpleasant” to
9, “very pleasant”) and arousal (from 1, “very moderate” to
9, “very intense”) using two analog scales presented via the
PC.

2.3. Apparatus

Presentation of facial stimuli and aversive noise was con-
trolled by in-house software using a 100-MHz Pentium PC.
The 128-channel EEG was recorded using the Geodesic
Sensor Net system (Electrical Geodesic Inc., Oregon;[58]),
where EEG electrodes are arrayed in a regular distribution
across the head surface and the inter-sensor distance is ap-
proximately 3 cm. The EEG was digitized at 250 Hz (band-
width: 0.01–100 Hz, with the vertex electrode (Cz) serving
as recording reference. Four additional channels were used
to mark the stimulus conditions.

2.4. ERP analyses

After gain and zero calibration, data were imported
and analyzed in BESA (Version 4.06; MEGIS Software
GmbH, Munich, Germany). Channels with corrupted sig-
nals throughout the recording (on average, 5.48 ± 2.97)
were interpolated using a spline interpolation method[42].

After off-line automatic artifact rejections (amplitude:
100�V; gradient: 75�V; low signals: 0.032) for exclud-
ing blink, muscle and other artifacts, ERPs were computed
covering 1024 ms and time-locked to the onset of CS+ or
CS− presentations, with a 100-ms pre-stimulus baseline.
ERP data were then baseline-corrected, lowpass filtered
at 35 Hz (12 dB/octave roll-off), and re-referenced to the
average reference. For these initial analyses and for the
sake of brevity, only the CS↑ + /Unpaired and CS↑ −
/Fear were investigated, as this contrast is the most con-
servative for investigating brain mechanisms involved in
aversive conditioning due to the fact that it controls for the
facial expression. No significant differences existed in the
number of artifact-free epochs contributing to the ERPs
(CS↑ + /Unpaired: 38.38 ± 9.00 versus CS↑ − /Fear:
38.62 ± 9.56; t-test P > 0.50). Finally, three grandmean
ERPs were computed across the 50 subjects, one for each
condition as well as one across conditions.

Scalp ERP data were analyzed with space-oriented brain
electric field analysis[31]. This approach is based on the
empirical observation that the brain electric field configu-
ration (map landscape) changes step-wise and discontin-
uously [31]. Epochs of quasi-stable field configurations
(“microstates”) are concatenated by abrupt transitions in the
brain electric field configurations. Accordingly, microstates
index brief periods of quasi-stable spatial configurations
of the active neural generators and thus are assumed to
implement specific brain functions. To identify start and
end times of different field configurations, a data-driven
segmentation procedure previously described[26,31,45,46]
was employed using the grandmean ERP across conditions.
The goal of this sequential parsing procedure is to identify
ERP microstates as periods characterized by stable field
configuration by simultaneously satisfying two contrasting
goals: stability (assignment of a maximal number of maps to
a given microstate), and discrimination (detection of a max-
imal number of different microstates). For the segmentation
procedure, a Global Map Dissimilarity index was computed
at each time frame[31]. This index is a reference-free,
single-value indicator for the difference of landscape con-
figuration between two successive maps; it can vary be-
tween zero, in case of identical map topographies, and two
in case of two maps with identical topography but reversed
polarity.

For each microstate, global field power (GFP) peaks were
subsequently determined for the grandmean ERPs. GFP is
computed as the average standard deviation within the po-
tential field, and is a reference-free, single-value measure of
the amount of field strength at each time frame[31]. GFP
peaks are assumed to index time points associated with max-
imal activity of the neuronal populations; thus, only time of
GFP peaks were used for statistical analyses. To increase
spatial sensitivity of scalp ERP analyses, pairedt-tests con-
trasting the CS↑ + /Unpaired and CS↑ − /Fear conditions
were performed at each sensor (d.f . = 49). Results were
accepted as significant atP < 0.01 (t49 > 2.68).
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2.5. Low resolution brain electromagnetic tomography
(LORETA) analyses

At the GFP peaks, the cortical three-dimensional dis-
tribution of current density for the CS↑ + /Unpaired and
CS− stimuli was computed using LORETA[39,40]. With-
out postulating a specific number of generating sources, this
algorithm solves the inverse problem by assuming related
orientations and strengths of neighboring neuronal sources,
an assumption mathematically implemented by finding the
“smoothest” of all possible activity distributions.

As in recent studies (e.g.[27,37,39,45,47]), we used the
version (LORETA-KEY©) based on a three-shell spherical
head model and EEG electrode coordinates derived from
cross-registrations between spherical and realistic head
geometry[57]. The head model has been registered to a
standardized stereotactic space[55] available as digitized
MRI from the Brain Imaging Centre (Montreal Neurologic
Institute, MNI305). Further, the source solution space was
limited to cortical gray matter and hippocampi according to
digitized Probability Atlases provided by the Montreal Neu-
rologic Institute (number of voxels: 2394; voxel dimension:
7 mm3). Voxels were defined as gray matter if their proba-
bility of being gray matter was greater than (a) 33%, (b) the
probability of being white matter, and (c) the probability of
being cerebrospinal fluid. At each voxel, current density was
computed as the linear, weighted sum of the scalp electric
potentials, normalized to a total current density of 1, and
then log-transformed to normalize the distribution. LORETA
units are scaled to amperes per square meter (Å/m2). Sub-
sequently, whole-brain analyses using voxelwise paired
t-tests examined differences between CS↑ + /Unpaired and
CS−. Results were accepted as significant atP < 0.005.
In cases of significant results involving regions of theoret-
ical importance that were lateralized to one hemisphere,
putative asymmetric results were formally tested by run-
ning a two-way ANOVA withCondition (CS↑ + /Unpaired
versus CS−) andHemisphere (right, left) as repeated mea-
sures[10]. Homologous clusters were defined by reversing
the sign of the X coordinates. The structure-probability
maps atlas[29] was used to label regions and Brod-
mann areas showing significant differences between the
conditions.

3. Results

3.1. Post-recording affective ratings

The affective ratings collected after the ERP recordings
confirmed that the US was experienced as aversive (mean
valence rating: 1.80, S.D.: 1.20; mean arousal rating: 7.22,
S.D.: 2.19). Eighty-six percent of the subjects rated the US
with a valence value of 1 or 2 (from 1, “very unpleasant” to
9, “very pleasant”) and an arousal value from 7 to 9 (from
1, “very moderate” to 9, “very intense”).

3.2. Scalp ERP data

The segmentation procedure identified 84–152, 156–188,
192–532, 536–608, and 612–756 ms as stable spatial con-
figurations. The first microstate (84–152 ms) corresponded
to the P100 component, with positivity over medial occipi-
tal regions (Fig. 1A). The second microstate (156–188 ms)
included the N100 component, with negativity over bilat-
eral ventral occipito-temporal regions (Fig. 1B). The third
microstate (192–532 ms) was characterized by a sustained
and strong negativity over anterior-ventral frontal regions
(slightly lateralized to the left hemisphere) and positiv-
ity over medial occipital regions (slightly lateralized to
the right hemisphere) (Fig. 1C–F). The fourth microstate
(536–608 ms) showed a similar topography, which was how-
ever attenuated compared to the third microstate (Fig. 1G).
Finally, in the fifth microstate (608–756 ms), the negativity
moved over ventral occipito-temporal regions, whereas a
positivity emerged over centro-parietal regions (Fig. 1H).

The t-tests contrasting the scalp potential distribution be-
tween the two conditions at each sensor and at GFP peaks
revealed several significant results (P < 0.01), which gen-
erally confirmed our hypotheses. At∼120 ms, CS↑ + /
Unpaired elicited a stronger negativity over a right inferior
frontal sensor (sensor E8;Fig. 2A), and stronger positivity
over centro-parietal regions (sensors E32, E55, E81, E88;
Fig. 2B). The difference in negativity over right frontal
regions increased systematically over time, as it was also
observed at 240 ms (E1, E2, E8), 316 ms (E1, E21, E115,
E125), 412 ms (E1, E2, E8, E9, E121, E125, E126, E127),
and 464 ms (E1, E2, E8, E9, E121, E125, E126, E127).
Interestingly, at GFP peaks close to the potential delivery
of the US, the negativity associated with the CS+ extended
from inferior frontal to inferior temporal regions (Fig. 1E).
At 464 ms, the CS↑ + /Unpaired elicited a significantly
stronger late positive complex over centro-parietal regions
than the CS (Fig. 1F), which vanished over time.

3.3. LORETA ERP data

Fig. 3 and Table 1summarize significant results of the
voxelwise t-tests contrasting current density between the
CS↑ + /Unpaired and CS− at GFP peaks within the epochs
identified by the data-driven segmentation procedure. In the
following, significant results (P < 0.005, uncorrected) are
summarized only if the cluster involved at least three voxels
(>1.03 cm3).

As early as 120 ms after onset of the facial stimulus
(Fig. 3A), the CS↑ + /Unpaired elicited stronger current
density in the ventral visual pathway (inferior temporal
gyrus, BA 20 and fusiform gyrus, BA 37), particularly in
the right hemisphere (12 voxels; see cluster “1” inFig. 3A;
Condition × Hemisphere: F(1, 49) = 1.84, ns). In the left
hemisphere, the activation modulated by the CS+ within
the ventral visual pathway was slightly more posterior and
dorsal, including the middle occipital gyrus (BAs 37, 19;
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Fig. 1. Mean potential distribution maps averaged across subjects (n = 50)
at given GFP peaks (A–H) for the CS↑ + /Unpaired (left column) and
CS− (middle column) conditions (vs. average reference). In the right
column,t-maps contrasting the two conditions are displayed (warm colors:
CS+Unpaired> CS−; cold colors: CS+Unpaired< CS−; see calibration
scale). Maps were created using linear interpolation with software kindly
provided by Dr. Scott Makeig (http://www.sccn.ucsd.edu/∼scott/ica.html).

three voxels). At the same latency, the CS− was associated
with stronger current density than the CS↑ + /Unpaired
in the left insula (BA 13; 11 voxels, see cluster “2”;
Condition × Hemisphere: F(1, 49) = 4.45, P < 0.05) as
well as in the left middle frontal gyrus (BA 9; three vox-
els, see cluster “3” inFig. 3A; Condition × Hemisphere:
F(1, 49) = 1.53, ns).

In the N100 range (GFP peak: 176 ms;Fig. 3B), the CS↑
+ /Unpaired was associated with relatively stronger current
density in three large clusters: a right hemispheric frontal
cluster (26 voxels) that encompassed the middle and superior
frontal gyri (BA 6) and precentral gyrus (BA 4; see cluster
“4” in Fig. 3B; Condition × Hemisphere: F(1, 49) = 7.03,
P < 0.01; Hemisphere: F(1, 49) = 12.16, P < 0.001,
right > left), a right hemispheric cluster (14 voxels; see
cluster “5” inFig. 3B; Condition×Hemisphere: F(1, 49) =
2.31, ns) including the fusiform gyrus (BAs 36, 20, 37)
and inferior temporal gyrus (BAs 20, 37), and finally a left
hemispheric cluster (15 voxels) involving the inferior and
superior parietal lobule (BAs 7, 39; see cluster “6” inFig.
3B). In addition, the CS↑ + /Unpaired was associated with
stronger current density in a small left hemispheric cluster
(three voxels) that included the superior temporal gyrus (BA
29), insula (BA 13), transverse temporal gyrus (BA 41).
Conversely, the CS− was associated with stronger activation
in the right middle and superior frontal gyri (BAs 10, 11; 13
voxels, see cluster “7” inFig. 3B).

At 240 ms post-stimulus, the CS↑ + /Unpaired elicited
stronger activation than the CS− in a medial posterior cluster
that included the cuneus and precuneus (BAs 31, 18, 19; 17
voxels; data not shown). The CS−, on the other hand, was as-
sociated with relatively stronger activation in the left middle
frontal gyrus (BA 11; three voxels;Condition×Hemisphere:
F(1, 49) = 2.79, ns;Hemisphere: F(1, 49) = 4.41, P <

0.05, right> left).
At 316 ms, the CS↑ + /Unpaired elicited stronger activa-

tion in the left middle and inferior temporal (BA 37) and
middle occipital gyri (BA 19), whereas the CS− was asso-
ciated with increased current density in the right superior
frontal gyrus (BA 9), in clusters that were however very
limited in size (three and two voxels, respectively; data not
shown).

Shortly before the potential delivery of the loud aversive
noise (US) (Fig. 3C), the CS↑ + /Unpaired elicited increased
activation in right auditory regions (10 voxels; see cluster
“8” in Fig. 3C; Condition × Hemisphere: F(1, 49) = 0.92,
ns) centered on the middle temporal gyrus (BA 21) and ex-
tending ventrally to the inferior temporal gyrus (BA 20),
whereas the CS− was associated with increased activation
in orbitofrontal and medial frontal regions that extended dor-
sally to the superior frontal gyrus (BAs 9, 10, 11; 37 voxels;
see cluster “9” inFig. 3C). Other clusters surviving the sta-
tistical threshold were too small (two voxels), and are thus
not reported.

Immediately after CS+ offset and US omission (464 ms),
the CS↑ + /Unpaired was associated with relatively

http://www.sccn.ucsd.edu/~scott/ica.html
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Fig. 2. Grandmean ERP waveforms (n = 50) elicited by CS↑ + /Unpaired (thick lines) and CS− (thin lines) at (A) a right inferior frontal sensor (sensor
E8), and (B) centro-parietal sensors (E32, E55, E81, E88). Arrows denote GFP peaks where the CS↑ + /Unpaired and CS− were significantly different
(P < 0.01). Horizontal lines: time in ms (from−100 to 700 ms from stimulus onset, tickmarks: 100 ms). Vertical lines: amplitude in�V. ERP waveforms
versus average reference.

Table 1
Summary of significant results (P < 0.005, uncorrected) emerging from whole-brain LORETA (low resolution brain electromagnetic tomography)
contrasting the CS↑ + /Unpaired and CS− at given global field peaks (GFP)

GFP peak Contrast X Y Z Region Side BA t-value P-value

GFP 1: 120 ms CS↑ + /Unpaired > CS↑ − /Fear 60 −53 −13 Inferior temporal gyrus Right 20 4.71 0.0000
CS↑ + /Unpaired< CS↑ − /Fear −38 −11 1 Insula Left 13 −3.30 0.0018

GFP 2: 176 ms CS↑ + /Unpaired > CS↑ − /Fear 25 −4 50 Middle frontal gyrus Right 6 4.15 0.0001
CS↑ + /Unpaired< CS↑ − /Fear 25 59 −13 Superior frontal gyrus Right 11 −3.86 0.0003

GFP 3: 240 ms CS↑ + /Unpaired > CS↑ − /Fear 18 −74 29 Precuneus Right 31 3.77 0.0004
CS↑ + /Unpaired< CS↑ − /Fear −45 45 −13 Middle frontal gyrus Left 11 −3.12 0.0030

GFP 4: 316 ms CS↑ + /Unpaired > CS↑ − /Fear −52 −60 1 Middle temporal gyrus Left 37 3.47 0.0011
CS↑ + /Unpaired< CS↑ − /Fear 11 59 29 Superior frontal gyrus Right 9 −3.33 0.0017

GFP 5: 412 ms CS↑ + /Unpaired > CS↑ − /Fear 67 −11 −6 Middle temporal gyrus Right 21 3.41 0.0013
CS↑ + /Unpaired< CS↑ − /Fear −10 66 −13 Superior frontal gyrus Left 11 −4.05 0.0002

GFP 6: 464 ms CS↑ + /Unpaired > CS↑ − /Fear 18 −88 −13 Lingual gyrus Right 18 3.28 0.0019
CS↑ + /Unpaired< CS↑ − /Fear 4 59 −6 Middle frontal gyrus Right 10 −3.07 0.0035

GFP 7: 572 ms CS↑ + /Unpaired > CS↑ − /Fear 18 −11 71 Superior frontal gyrus Right 6 3.89 0.0003
CS↑ + /Unpaired< CS↑ − /Fear – – – – – – – –

GFP 8: 680 ms CS↑ + /Unpaired > CS↑ − /Fear −31 −67 57 Superior parietal lobule Left 7 3.06 0.0036
CS↑ + /Unpaired< CS↑ − /Fear −52 −4 −20 Middle temporal gyrus Left 21 −3.11 0.0031

For each GFP peak, the coordinates ([55], origin at anterior commissure), anatomical regions, hemisphere, and Brodmann areas (BA) are listed for the
most positive (stronger current density for CS↑ + /Unpaired than CS−) and most negative (stronger current density for CS− than the CS↑ + /Unpaired)
t-values.X = left (−) to right (+); Y = posterior(−) to anterior (+); Z = inferior (−) to superior (+).



Fig. 3. Results of voxel-by-voxelt-tests contrasting the CS↑ + /Unpaired and CS− (n = 50) at (A) 120 ms, (B) 176 ms, and (C) 412 ms after onset
of the facial stimulus (maps thresholded atP < 0.005). Fifteen axial brain slices are shown in steps of 7 mm from the most inferior level (Z = −41)
to the most superior level (Z = 57). Red: stronger current density for CS↑ + /Unpaired than CS−. Blue: stronger current density for CS− than CS↑
+ /Unpaired. Clusters surviving the statistical threshold and exceeding three voxels are numbered (see main text). Coordinates in mm[55], origin at
anterior commissure;X = left (−) to right (+); Y = posterior (−) to anterior (+); Z = inferior (−) to superior (+).
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Fig. 3. (Continued ).

increased activation in the right medial and superior frontal
gyri (BA 6; eight voxels), left middle frontal gyrus (BA 6;
eight voxels), and right lingual gyrus (BA 18; four voxels;
data not shown). Other clusters are not reported because they
were too small.

More than 100 ms after omission of the US (572 ms),
the CS↑ + /Unpaired was associated with increased acti-
vation in a right frontal cluster (12 voxels) extending dor-
sally from the pre- and post-central (BAs 3, 4) to the supe-
rior frontal gyrus (BA 6) as well as in the cuneus/precunues
(BA 19; 11 voxels). The CS+ modulated activation also in
the right inferior and middle temporal gyrus (BAs 20, 21;
three voxels) and left postcentral gyrus, which extended to
the left precuneus (BA 7; five voxels). No significant CS−
↑CS+ differences were observed (data not shown). Finally,
at 680-ms post-stimulus, clusters showing significant results
were small and are not reported.

4. Discussion

In recent years, positron emission tomography (PET) and
functional magnetic resonance imaging (fMRI) studies have
converged in their results by showing a crucial role of the
amygdala, PFC, OFC, insula, and anterior cingulate cortex

in classical aversive conditioning ([6,14,22,25,28,36,48]; for
review [5]). Consistent with animal work[30], the amyg-
dala, by acting as site of CS–US convergence, seems to be
particularly involved in the acquisition of fear conditioning.
The OFC (decoding of punishment or reward value or af-
fective evaluation), ventromedial PFC (fear extinction and
emotional regulation), and insula (autonomic control of af-
fect) subserve important functions associated with aversive
conditioning. In the present study, the use of high-density
ERP recordings combined with a tomographic source lo-
calization technique added important information about the
temporal unfolding of brain mechanisms involved in aver-
sive conditioning within several of the regions previously
implicated in PET/fMRI studies using similar paradigms.

4.1. Spatio-temporal aspects of brain mechanisms in
aversive classical conditioning

Using a differential aversive classical conditioning
paradigm with a 50% partial reinforcement strategy, we
found that the presentation of CS↑ + /Unpaired stimuli (two
fearful faces signaling the potential delivery of an aversive
noise) was associated with higher activation than the CS−
stimuli (two control fearful faces) in ventral visual path-
ways (120 and 176 ms), right middle and superior frontal
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gyri (176, 464, and 572 ms), left parietal lobule (176 ms),
cuneus/precuneus (240 and 572 ms), left middle/inferior
temporal and middle occipital gyri (316 ms), right auditory
cortex (412 ms), left middle frontal gyrus (464 ms), and
right lingual gyrus (464 ms). Conversely, presentation of
the safe stimuli (CS−) elicited relatively higher activation
than the CS+ in the left insula (120 ms), left middle frontal
gyrus (120 and 240 ms), right middle and superior frontal
gyri (176 ms), and orbitofrontal and medial frontal PFC
(412 ms).

Early modulation within ventral visual pathways (inferior
temporal and fusiform gyri) is intriguing in light of the fact
that these regions have been involved in early perceptual pro-
cessing of faces (e.g. structural facial encoding;[56]; for re-
view [20]). The present findings add to an emerging evidence
that biologically and socially salient information modulates
activation in visual cortices at early stages of the informa-
tion processing flow, possibly indexing a rapid and coarse
affective categorization[46,47]. Based on these and other
findings, Adolphs[1] recently proposed that presentation of
an affectively laden stimulus triggers an initial feed-forward
information processing along occipital and temporal neocor-
tices which leads to a coarse categorization of affect within
the first 100 ms. Since the human amygdala has been shown
(a) to respond to facial stimuli as early as 120 ms[18], (b)
to be sensitive to threat-related cues[5], and (c) to project to
ventral visual pathways[2], the early activation modulated
by the CS+ in ventral visual pathways may well be linked
to increased amygdalar activity in response to the CS+. Due
to the difficulty of probing subcortical activity with scalp
ERP data, this hypothesis awaits, however, direct empirical
confirmation.

The early modulation of activation by the CS+ in right
PFC regions (176 ms) is consistent with recent findings sug-
gesting that territories of the PFC are involved in categoriza-
tion of socially relevant information besides implementing
more cognitive functions, such as, e.g. working memory.
Intracranial ERP recordings in epileptic patients have in-
deed shown early categorization of faces versus objects in
the right inferior frontal gyrus at∼150 ms[32] as well as
discrimination of fearful and happy facial expressions in
the right ventromedial prefrontal cortex at∼120 ms[24].
Interestingly, whereas the CS+ generally elicited stronger
activation in the right PFC, the CS− was generally associ-
ated with relatively higher activation in the left PFC (120
and 240 ms; but see at 176 ms). Together with prior PET
findings of an involvement of right PFC regions in aversive
conditioning[14,16,22,35], these findings add to a substan-
tial literature suggesting that the left and right PFC may be
differentially involved in affect, with the left PFC being rel-
atively more involved in positive, approach-related affect,
and the right PFC in negative, withdrawal-related affect[9].

Stronger OFC and medial PFC activation at 412 ms (i.e.
shortly before the US would have been presented in the
CS+ condition) for the stimuli signalizing safety (CS−)
is intriguing in light of animal[34] and human imaging

[22,35,38]data implicating OFC and medial PFC regions
in inhibition of behavioral responses and extinction of con-
ditioned responses. Whereas future studies should directly
test this hypothesis, increased medial PFC and OFC activa-
tion may be associated with re-organization of behavioral
responses and re-allocation of resources in light of the safety
associated with the CS−.

The modulation of auditory cortex activation by the
CS+ before the potential delivery of the aversive noise
(412 ms) is in agreement with previous animal[49,59] and
human [25,36] work that has shown learning-dependent
plasticity as a function of aversive conditioning in both the
visual and auditory modality. In the Morris study, regres-
sion analyses indicated that conditioned activity within the
auditory cortex (bilateral transverse temporal gyrus) co-
varied with activity in the amygdalae, basal forebrain, and
right OFC. In general, these findings of modality-specific
tuning in sensory cortices towards conditioned stimuli are
consistent with the conjecture that, after initial amygdalar
involvement in the formation of associative links with
aversive character, learned associations are manifested in
cortical regions[5]. Whereas modulation of the auditory
cortex in the present study is consistent with prior results of
learning-related plasticity, greater CS+ activity in auditory
regions around 412 ms may alternatively reflect transient
modulation of these regions due to attentional processes.

Finally, with respect to ERP components, the present
findings confirm that cues associated with a potential
aversive outcome modulate both early exogenous ERP
components (P100, N100) and late frontal negativity (e.g.
[3,4,15,23,33,50]). The earlier exogenous components may
index boosted activation in early visual relays in the infor-
mation processing flow, whereas the late frontal negativity
that developed towards the offset of the threat cue predict-
ing the potential delivery of the US may index anticipation
of the aversive outcome (see also[3]).

4.2. Limitations

Although, the results of this study provide new insights
into the spatio-temporal dynamics of brain mechanisms
underlying aversive classical conditioning, some limitations
exist. First, a large number of brain regions were involved,
and the interpretations of the functional role of specific
structures in conditioning, though in general agreement
with extant literature, remain tentative. Second, although
post-experiment affective ratings confirmed the aversive
nature of the US, and cortical changes produced by con-
ditioning were found, no peripheral measures (e.g. skin
conductance) were obtained to confirm conditioning.

4.3. Conclusions and relevance to social cognition

Several manifestations of social cognition, including com-
plex social evaluation, risk-based decision making, and inter-
personal attitudes are rooted in (conscious or unconscious)



D.A. Pizzagalli et al. / Neuropsychologia 41 (2003) 184–194 193

acquisition of social knowledge, which is often affective
in nature. In the present study, we show that socially rele-
vant cues, such as facial stimuli potentially associated with
an aversive outcome, are quickly and most likely preatten-
tively differentiated from others predicting safety through
a cascade of brain processes in regions that have been im-
plicated in social cognition, such as the fusiform gyrus and
the PFC, among others[1]. Whether these mechanisms un-
derline more complex forms of social cognition should be
addressed in future studies.
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