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Although resilience is a dynamic process of recovery after trauma, in 
most studies it is conceptualized as the absence of specific psychopat­
hology following trauma. Here, using the emergency department AURORA 
study (n = 1,835 with 63% women), we took a longitudinal, dynamic and 
transdiagnostic approach to define a static resilience (r) factor, which 
could explain greater than 50% of variance in mental well-being 6 months 
following trauma and a dynamic resilience factor, which represented 
recovery from initial symptoms. We then assessed its neurobiological 
profile across threat, inhibition and reward processes using functional 
magnetic resonance imaging collected 2 weeks post-trauma (n = 260). Our 
whole-brain and study-wide Bonferroni-corrected results suggest that 
resilience is promoted by activation of regions involved in higher-level 
cognitive functioning, reward valuation and salience detection in response 
to reward, whereas resilience is hampered by posterior default mode 
network activation to threat and reward. These findings serve to generate 
new hypotheses for brain mechanisms that could promote dynamic and 
multifaceted components of resilience following trauma.

In recent years, with high global levels of stress and trauma, the concept 
of resilience has accrued increasing interest, among scientists and the 
public alike, as a positive outlook after hardship or the ability to quickly 
recover from difficulties. Resilience is conceptualized in different ways 

and its scientific definition debated. It is defined in Webster as ‘the 
capability of a strained body to recover its size and shape after defor­
mation caused especially by compressive stress’1 and is thought to 
require a set of complex and dynamic processes that allow individuals 
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the r factor and explain substantial variance in the aftermath of trauma, 
potentially representing different types of resilience. After isolating 
these shared features of resilience, we aimed to identify brain-based 
predictors of these more circumscribed components of resilience and 
assessed the functional neurobiological profile across inhibition, threat 
and reward-related processes.

Results
The data for the current analyses were collected as part of the multisite 
emergency department (ED) AURORA study16. Civilians with recent 
trauma exposure brought to one of 29 participating EDs across the 
United States were recruited for this large, longitudinal study (details 
in refs. 16,17). Participants with complete 6-month item-level clinical 
data were included in the current analyses (n = 1,835 with 1,175 women; 
Table 1). Both a priori and post hoc power analyses were computed 
(Supplementary Methods and Supplementary Tables 1 and 2).

PCA defining resilience
The r factor was defined on the basis of item-level data of mental well-
being across domains of anxiety, depression, PTSD, sleep, impul­
siveness, alcohol and nicotine use collected 2 weeks and 6 months 
following trauma. Using PCA of self-reports from 6 months post-trauma, 
three components were extracted based on an inflection point of the 
scree plot, along with a secondary threshold of eigenvalues >2 (Table 2). 
The main r factor for global stress reflected general mental well-being 
following trauma (eigenvalue of 23.52). Two additional components 
were identified, one labeled as reminder acceptance (eigenvalue of 
2.39), which represents low levels of reexperiencing and avoidance 
of reminders of the traumatic event, and a second labeled behavioral 
control (eigenvalue of 2.17), which represents low levels of the impulsiv­
ity, risk taking, loss of control and feeling rejected, that often follow a 
major stressor. Notably, the highest loadings for each of the three com­
ponents bridged multiple instruments and domains, suggesting that 
the data support a transdiagnostic approach, though the secondary 
components pivot more to specific domains. Males had greater mean 
scores of reminder acceptance (t = 6.03, P < 0.001), whereas females 
had greater behavioral control scores (t = −3.92, P < 0.001). Older age 
correlated with greater scores on r (r = 0.08, P < 0.001) and behavioral 
control (r = 0.13, P < 0.001) but lower reminder acceptance (r = −0.13, 
P < 0.001). Because age and sex contributed to variance of interest 
and indeed showed associations with the scores, they were not again 
included as covariates in the neuroimaging analyses, though sensitivity 
analyses were conducted to test the influence of age and sex as well as 
trauma-related variables. Childhood trauma correlated negatively with 

to maintain psychological well-being in the face of adversity2,3. However, 
neurobiological research in the field of trauma, including our own work, 
has predominantly studied resilience as the absence of post-traumatic 
stress disorder (PTSD) or other trauma-related disorders in the after­
math of trauma or have used a trait-like resilience measure, such as 
the Connor–Davidson Resilience Scale4–7. While this prior work has 
been essential in understanding trauma resilience and its underlying 
neurobiological mechanisms, its unidimensional approach does not 
capture the complete picture of resilience, and it is unclear whether 
the identified mechanisms are related to protection from one specific 
disorder or more general well-being. Earlier conceptualizations of 
resilience, especially in the context of development, emphasize the 
dynamic aspect of the process and the importance of addressing its 
multiple components8–10. In this Article, we develop a novel methodol­
ogy to account for both the dynamic and multifaceted components of 
resilience over the months following a traumatic event, identifying both 
transdiagnostic and specific features that can predict the recovery of 
mental health after this major life stressor.

A more complete understanding of the neurobiology of resilience 
across domains and its dynamics is needed for early interventions 
aiming to boost mental well-being in the aftermath of trauma. Human 
neuroimaging studies of resilience have consistently found lower 
threat reactivity in the amygdala and greater activation in prefron­
tal and hippocampal regions were associated with greater levels of 
resilience (reviewed in ref. 3). Furthermore, greater engagement of 
the salience network, including the dorsal anterior cingulate cortex 
(dACC) and insula early after trauma predicted better future mental 
health outcomes3. A common factor for resilience across multiple 
domains of adverse post-trauma sequaelae, however, has not been 
explored so far but could accelerate (neurobiological) research by 
providing important insights into protective mechanisms across such 
sequaelae and promote the development of potential early interven­
tions for individuals at risk.

The idea of using one factor to explain variance across domains 
of psychopathology is not new. Following the g factor for general 
intelligence11, the general factor of psychopathology, or p factor, was 
defined to explain cross-domain risks for psychopathology12. This 
transdiagnostic approach was developed to overcome challenges 
with identifying origins, biological markers or effective treatments for 
specific psychiatric disorders13. Furthermore, in healthy adolescents, 
principal component analyses (PCA) was used to predict adolescent 
resilient functioning across psychosocial domains14. The resilience 
factor (r factor) we sought to quantify is unique from the p factor in 
that it encompasses the early aftermath of trauma and seeks to under­
stand heterogeneity among a broader population in early responses 
to a major environmental stressor. Further, instead of constant factor 
over time, the r factor includes two components to account for the 
change following trauma (Fig. 1): (1) the static r factor, representing 
mental well-being 6 months post-trauma and corresponding to defi­
nitions of absence of unidimensional symptoms in prior studies; and 
(2) the dynamic r factor, representing recovery from initial symptoms 
early post-trauma period (2 weeks) relative to 6 months post-trauma. 
The dynamic r factor is created to account for the dynamic nature of 
resilience between 2 weeks and 6 months post-trauma, the time when 
resilient and high-risk groups diverge15.

We not only expected that key transdiagnostic mechanisms would 
facilitate resilience in the aftermath of a traumatic event, but we further 
hypothesized that resilience may be multifaceted, such that some 
symptoms may follow a different pattern of recovery than those that 
are linked to a central transdiagnostic indicator of recovery distress. 
This stands in contrast with the field of resilience research so far, which 
has focused on a single construct of ‘stress resilience’, although this 
has been operationalized in different ways across investigator groups 
and species. In addition to the main r factor, we investigated secondary 
components that diverge in their occurrence and recovery pattern from 
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Fig. 1 | Schematic overview of the study and the dynamic and static r factor. 
A schematic overview of the study and a graphic explanation of the static and 
dynamic r factor scores. Mental well-being is measured with 45 items on six 
clinical domains, that is, anxiety, depression, PTSD, impulsivity, sleep and alcohol 
and nicotine use.
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all components; however, correlation values for reminder acceptance 
were small and not statistically significant for childhood neglect. The 
trait resilience positively correlated with r and behavioral control but 
not with reminder acceptance (details in Supplementary Results and 
Supplementary Table 3).

Dynamic resilience was calculated by estimating scores for the 
2-week data on the basis of the loadings derived from the 6-month data 
and computing difference scores. There was a statistically significant 
increase in the score over time (2 weeks to 6 months) for the r factor 
(t = −3.7, P < 0.001) and reminder acceptance (t = −21.0, P < 0.001) but a 
decrease for behavioral control (t = 8.6, P < 0.001; see Supplementary 
Table 4 for details). The static and dynamic resilience scores were all 
statistically significantly correlated (all P < 0.001 but shared only 19% 
to 27% of variance; Supplementary Results 4).

Functional neuroimaging
We then assessed the functional neurobiological profile of the compo­
nents across inhibition, threat and reward-related processes using func­
tional magnetic resonance imaging (fMRI) scans that were collected 
at 2 weeks post-trauma for a subset of individuals (n = 445 included in 
analyses and n = 260 after excluding for anatomical concerns, lack of 
behavioral responses or available data, excessive motion, technical 
issues or incomplete r factor data). The static and dynamic resilience 
scores did not significantly differ between the overall and neuroimag­
ing dataset (Supplementary Table 5).

We investigated the potential confounding influence of trauma 
severity (injury severity score (ISS) and pain in the ED), and trauma type 
on the neuroimaging resilience score analyses. We observed no associa­
tion between trauma severity and the static or dynamic r factor score, 
reminder resilience or behavioral control (Supplementary Results 
and Supplementary Table 6). Pain in the ED significantly correlated 
with static trauma reminder resilience scores (r = −0.33, P < 0.001) but 
not with other static or dynamic resilience scores. There was also no 
association between trauma type and the resilience scores.

Neuroimaging data were collected at five sites with comparable 
parameters (see Supplementary Table 7 for details). Functional images 
were preprocessed with fMRIPrep, version 1.2.2 (ref. 18). First-level 
statistical modeling was conducted in SPM12. Regions of interest (ROIs) 
were selected in the larger AURORA study17 and consistently used here. 
ROIs included the hippocampus and ventromedial prefrontal cortex 
(vmPFC) for inhibition, the amygdala, hippocampus, sugbenual and 
dACC for threat and nucleus accumbens, amygdala, orbitofrontal 
cortex (OFC) for reward (see Methods for details). The mean across all 
voxels in each ROI was extracted from first-level contrasts using REX19. 
Whole-brain group-level maps were created for inhibition, threat and 
reward contrasts and included dummy variables for site. A factorial 
design with multiple regressors was used to examine the voxel-level 
correlations between the contrast estimates for inhibition, threat and 
reward with each of the continuous resilience scores as dimensional 
regressors in separate models.

r factor. ROI analyses showed that greater OFC reactivity to monetary 
reward 2 weeks post-trauma predicted greater static and dynamic* r 
factor scores (Fig. 2a and Supplementary Materials 8). As indicated by 
the asterisk, the dynamic r factor correlation survives additional correc­
tion for multiple comparisons across all nine ROIs, three components 
and for the two types of resilience (54 tests, P < 0.0009). There were 
no statistically significant associations for regions selected for the 
threat or inhibition tasks.

The whole-brain analyses (Fig. 2b, Table 3 and Supplementary 
Materials 8) showed that during reward processing, the static r factor 
positively correlated with activation in the right superior temporal 
gyrus (STG) and insula, such that greater reward-related activation 
in these regions 2 weeks post-trauma was related to greater levels of 
resilience 6 months post-trauma. Additionally, the static r factor score 

negatively correlated with activation in the bilateral precuneus* and 
left inferior parietal lobe (IPL)* reactivity, such that less reward-related 
activation was related to greater resilience. As indicated by an asterisk, 
the negative correlations were robust to additional study-wide Bonfer­
roni corrections for all whole-brain analyses, across three tasks, three 
components and static and dynamic resilience (18 tests, P < 0.0028). No 
significant correlations with the inhibiton or threat tasks was observed.

Table 1 | Demographic data

Total sample Imaging sample

n = 1,835 n = 260

Mean (s.d.)  
or N (%)

Mean (s.d.)  
or N (%)

Age 37.4 (13.6) 35.4 (13.0)

Sex at birth

Male 660 (36%) 93 (36%)

Female 1175 (64%) 167 (64%)

Race

Hispanic white 185 (10%) 34 (13%)

Non-Hispanic white 662 (36%) 93 (36%)

Non-Hispanic Black 916 (50%) 118 (45%)

Non-Hispanic other 65 (4%) 13 (5%)

Marital history

Current or previous marriage 760 (42%) 85 (33%)

Never married 1,063 (58%) 174 (67%)

Missing 12 (1%) 1 (0.4%)

Education

High school or less 209 (11%) 19 (7%)

Some college or more 1,620 (88%) 241 (93%)

Missing 6 (0.3%) 0

Currently employed

No 476 (26%) 73 (28%)

Yes 1,255 (68%) 173 (67%)

Missing 104 (6%) 41 (5%)

Income

≤$35,000 yearly 1,089 (59%) 143 (55%)

>$35,000 yearly 635 (35%) 101 (39%)

Missing 111 (6%) 16 (6%)

Trauma severity# 2.5 (2.0) 2.4 (2.0)

Pain in the ED& 6.5 (4.6) 6.2 (4.4)

Trauma type%

Motor vehicle accident 1,349 (73.5%) 182 (70.0%)

Physical assault 164 (8.9%) 27 (10.4%)

Sexual assault 9 (0.5%) 1 (0.4%)

Fall ≥10 ft 32 (1.7%) 6 (2.3%)

Other (ten categories including 
poisoning, burns and animal related)

281 (15.3%) 44 (16.9%)

Childhood trauma (CTQ-SF) 9.5 (8.9) 9.2 (9.7)
#Trauma severity is measured with the ISS and the AIS. The ISS takes into account multiple 
injuries and regions. The AIS is an international standard tool for ranking the severity of injuruy 
on a 6-point ordinal scale. The score equals the sum of the squares of the highest AIS scores. 
&Pain in the ED is measured with the Numeric Pain Rating Scale, and the question ‘the number 
of body parts with pain (0–18)’ is used as continuous variable. %Trauma type was quantified 
by assigning each individual’s trauma to one of the 22 specific categories. The categories 
were numbered and used as a categorical variable in the sensitivity analyses. The traumas are 
summarized in five broad trauma type categories for clarity of display.
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The dynamic r factor showed correlations with the reward and 
threat tasks, but no correlations were observed with the inhibition 
task (Fig. 2b, Table 3 and Supplementary Materials 8). During reward 
processing, the dynamic r factor positively correlated with activation 
in the bilateral superior frontal gyrus (SFG)*, bilateral insula*, left 
superior medial gyrus (SMG)* and dACC*, such that greater reward-
related activation 2 weeks post-trauma predicted a greater increase in 
the r factor between 2 weeks and 6 months post-trauma. During threat 
processing, the r factor was negatively correlated with activation in the 
bilateral IPL*, such that lower threat reactivity 2 weeks post-trauma was 
associated with a greater increase in r.

Sensitivity ROI and whole-brain analyses correcting for age, sex, 
trauma type and severity and childhood trauma are presented in Sup­
plementary Materials and Supplementary Table 8.

Reminder acceptance. Static and dynamic reminder acceptance was 
predicted by lower 2-week hippocampal reactivity to social threat cues 
(Fig. 3a and Supplementary Materials 8). There were no statistically 
significant predictors in the reward or inhibition tasks. There were no 
statistically significant results for the whole-brain correlations between 
static or dynamic reminder acceptance and the inhibition, threat or 
reward contrasts (Table 3).

Behavioral control. Static or dynamic behavioral control did not sig­
nificantly correlate with the a priori ROIs for any of the three fMRI para­
digms. Whole-brain correlations with behavioral control were observed 
for the inhibition and reward paradigms but not threat (Fig. 3b and  
Table 3). During inhibition, the static behavioral control score was 
positively correlated with activation in the right inferior frontal gyrus 
(rIFG), such that greater rIFG reactivity 2 weeks post-trauma was related 
to greater behavioral control 6 months post-trauma. During reward 
processing, the static behavioral control score was negatively corre­
lated with left precentral and postcentral gyrus activation, such that 
less activation was related to greater behavioral control 6 months 
post-trauma.

Dynamic behavioral control analyses showed positive correla­
tions for both reward and threat processing but no associations with 
the inhibition task (Fig. 3b, Table 3 and Supplementary Materials 8). 
During reward processing, the dynamic behavioral control score posi­
tively correlated with activation in the right IPL* and right insula, such 
that greater activation in these regions was associated with greater 
increase in behavioral control from 2 weeks to 6 months post-trauma. 
Similarly, during threat processing, the dynamic resilience score 
positively correlated with activation in the bilateral IPL* and bilateral 
postcentral gyrus* and left precentral gyrus, such that greater threat 
reactivity in these regions was correlated with a greater increase in 
behavioral control.

Table 2 | Varimax rotation component loadings for the r 
factor, reminder acceptance and behavioral control factors 
(n = 1,835)

Clinical 
domain

Item Varimax rotation component 
loading

r factor Reminder 
acceptance

Behavioral 
control

Percent variance 
explained by factor

52.3% 5.3% 4.8%

Anxiety Anxious −0.63# −0.38 −0.11

Anxiety Tense −0.63# −0.39 −0.08

Anxiety Trouble to relax −0.63# −0.37 −0.08

Anxiety Worry about things −0.64# −0.36 −0.04

Depression Depressed −0.79* −0.29 −0.16

Depression Failure −0.81** −0.26 −0.25

Depression Helpless −0.80** −0.29 −0.25

Depression Hopeless −0.81** −0.26 −0.26

Depression Nothing interest −0.70* −0.36 −0.25

Depression Nothing to look forward −0.81** −0.23 −0.26

Depression Sad −0.77* −0.31 −0.13

Depression Unhappy −0.79* −0.28 −0.16

Depression Worthless −0.81** −0.27 −0.29

Impulsivity Act without thinking 
when excited

−0.24 −0.22 −0.78*

Impulsivity Act without thinking 
when upset

−0.33 −0.24 −0.66#

Impulsivity Feeling rejected −0.33 −0.23 −0.68#

Impulsivity Lose control −0.29 −0.24 −0.77*

Impulsivity See things through −0.01 −0.06 −0.01

Impulsivity Think carefully −0.07 −0.14 −0.10

Impulsivity Think things over −0.18 −0.16 −0.22

Impulsivity Unfinished tasks −0.38 −0.22 −0.29

PTSD Avoid reminders −0.30 −0.78* −0.16

PTSD Avoid stress experience −0.31 −0.79* −0.16

PTSD Bad dreams −0.34 −0.73* −0.17

PTSD Blaming self −0.51 −0.60# −0.20

PTSD Difficulty concentrate −0.52 −0.43 −0.24

PTSD Disturbing memories −0.34 −0.77* −0.12

PTSD Feeling cut off −0.68# −0.42 −0.19

PTSD Feeling fear −0.58 −0.58 −0.19

PTSD Feeling irritable −0.56 −0.47 −0.28

PTSD Feeling jumpy −0.31 −0.58 −0.26

PTSD Feeling Upset −0.35 −0.79* −0.10

PTSD Lack positive emotions −0.69# −0.44 −0.27

PTSD Loss of interest −0.65# −0.47 −0.20

PTSD No one can be trusted −0.63# −0.51 −0.24

PTSD Reliving event −0.27 −0.77* −0.23

PTSD Sleep problems −0.39 −0.40 −0.11

PTSD Strong physical 
reactions

−0.33 −0.78* −0.17

PTSD Super alert −0.22 −0.58 −0.17

PTSD Taking risks −0.30 −0.30 −0.58

PTSD Trouble remembering −0.34 −0.58 −0.27

Sleep Difficulty staying awake 
in the day

−0.21 −0.20 −0.15

Clinical 
domain

Item Varimax rotation component 
loading

r factor Reminder 
acceptance

Behavioral 
control

Percent variance 
explained by factor

52.3% 5.3% 4.8%

Sleep Sleep Prob Diff Get 
Things Done

−0.29 −0.24 −0.29

Substance Number days nicotine −0.07 −0.10 −0.07

Substance Number days alcohol −0.08 0.01 −0.13

The strength of the component loading is indicated by two asterisks (**) for <−0.8, one asterisk 
for <−0.7, one number sign for <−0.6, and bold for any item with component loading <−0.3.

Table 2 (continued) | Varimax rotation component loadings 
for the r factor, reminder acceptance and behavioral control 
factors (n = 1,835)

http://www.nature.com/natmentalhealth


Nature Mental Health | Volume 2 | June 2024 | 680–693 684

Article https://doi.org/10.1038/s44220-024-00242-0

Sensitivity ROI and whole-brain analyses correcting for age, sex, 
trauma type and severity and childhood trauma are presented in Sup­
plementary Materials and Table 8.

Discussion
In this study, we identified a common factor for resilience that encom­
passes the early aftermath of trauma and assessed its functional neuro­
biological profile in a large longitudinal study with civilians with recent 
trauma exposure. We identified a main r factor that explained more 
than half of the variance across domains of mental well-being 6 months 
following trauma when resilient and high-groups diverge. A dynamic r 
factor was defined to account for the dynamic nature of resilience and 
represents recovery from initial symptoms after trauma. Two additional 
unique components of resilience were identified, one for reminder 
acceptance and one for behavioral control. These components rep­
resent small but important variance in resilience to transdiagnostic 

symptoms and behaviors. This study is not conclusive in the picture 
of resilience but highlights that different brain mechanisms may con­
tribute to different forms of resilience. The findings highlight both a 
primary ‘bounce back’ factor primarily associated with individual dif­
ferences in early poststress reward processing and additional unique 
aspects of resilience each subserved by a different profile of neural 
activity. The results serve to redefine the concept of resilience as both 
dynamic and multifaceted, using the large and unique post-trauma 
dataset we collected as part of the AURORA study. The discoveries 
from this investigation now generate new hypotheses and suggest 
novel directions for basic and clinical research.

Most individuals had a positive r factor score in line with the 
data that most people show resilience after a traumatic experience, 
and a positive correlation with trait resilience and negative impact 
of childhood trauma on the resilience score further validate the 
factor as a resilience-related phenotype. The assessment of early 
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Fig. 2 | Neuroimaging correlates of the r factor. a, The results for the ROI 
correlation analyses with r factor scores. Partial correlation analyses between 
each ROI and static and dynamic resilience scores were performed while 
correcting for site using dummy variables. A significance level of P < 0.05 (two 
tailed) was used. Additional Bonferroni correction for multiple comparisons 
(nine ROIs, three resilience components and static and dynamic resilience, 
54 tests; P < 0.0009) was applied, and correlations that survived this strict 
correction were indicated in the results section by an asterisk. The OFC ROI (top 
left), its correlation with the static r factor (purple, top middle) and correlation 
with the dynamic r factor (blue, top right) are depicted. Greater 2-week OFC 
reactivity to monetary reward (the contrast value for gain is greater than loss) 
2 weeks post-trauma predicted resilience 6 months post-trauma (static r factor, 
r = 0.14, P = 0.042) and a greater increase in resilience from 2 weeks to 6 months 
post-trauma (dynamic r factor, r = 0.27, P = 0.00015*). The error bands indicate 
the 95% confidence interval. Sensitivity analyses were performed correcting for 
age, sex, trauma type, trauma severity and childhood trauma and correlations 
remained significant for the OFC (see Supplementary Materials 8 for details). 

b, Whole-brain correlations (P < 0.005, two sided, FWE-cluster corrected, 
additional Bonferroni correction for multiple comparisons across the three 
task domains, three components and static and dynamic resilience; 18 tests; 
P < 0.0028) with the r factor scores. Bottom left: the whole-brain correlations  
for static r factor scores with reactivity to monetary reward in the bilateral 
precuneus of the IPL. Bottom middle: the whole-brain correlations for dynamic  
r factor scores with reward-related reactivity in the left SFG right insula,  
left SMG, dACC, left SFG and left insula. Bottom right: the whole-brain 
correlations for dynamic r factor scores with threat-related reactivity (the 
contrast value for fearful is greater than the neutral faces) in the left and right IPL. 
The scatterplots are visual representations of the significant clusters extracted 
using REX for reward-related reactivity (purple for correlation static and blue 
for dynamic) and threat-related reactivity (red for correlation dynamic). The 
error bands indicate the 95% confidence interval. The sensitivity analyses were 
performed and the correlations remained significant (P < 0.001) after correcting 
for age, sex, trauma type, trauma severity and childhood trauma using the 
extracted data (see Supplementary Materials 8 for details).
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post-trauma neuroimaging predictors of the r factor across inhibi­
tion, threat and reward-related domains showed a dominant role 
of reward processing in explaining global stress resilience. The 
response to monetary reward within the OFC, a regulatory structure 
implicated in encoding value and central to reward processing20,21, 
was positively related to static and dynamic features of global stress 
resilience, though only the association with dynamic resilience sur­
vived Bonferroni correction (P < 0.0009). Greater reward-related 
activation in the insula also predicted greater resilience. The role 
of the insula in interoceptive awareness and subjective emotional 
experiences is key in the salience network for directing attention to 
salient stimuli22. Positive correlations were also observed with the 
dACC and bilateral SFG, regions for higher cognitive functioning 
and control, and decision-making based on social or reward-related 
information23–27. Together the insula, dACC and SFG make up com­
ponents of the cingulo-opercular ‘action mode network’28, which 
is theorized to work in opposition to the default mode network, 
supporting a dampening of default processes, heightened alert­
ness and an external focus. These neuroimaging findings suggest 
that greater prefrontal guidance in the use of emotional and salient 
information for decision-making and interoceptive awareness and 

attention to reward (versus loss) promotes global stress resilience, 
which represents a validation and functional converse of two meta-
analyses on common neuroimaging markers for transdiagnostic 
psychopathology irrespective of trauma29,30.

Conversely, lower activation in the bilateral precuneus and left 
posterior IPL during reward processing was associated with greater 
resilience. Precuneus and posterior IPL are key nodes of the (poste­
rior) default mode network and implicated in internally generated 
attention and critical regions for spatial attention31–34. It is postulated 
that attention from these top-down sources competes with bottom-
up sources using (reward) salience (that is, insula, ACC and OFC) to 
affect decision-making35. Prior studies show that the engagement of 
similar top-down attention neurocircuitry slows down the search for 
salient targets36, and our findings imply that resilience is hampered by 
the engagement of regions within the top-down attention or default 
mode network to reward or threat cues but benefits from attention to 
reward salience and regulatory control of higher order brain regions. 
It is important to distinguish the immediate reward processing, which 
we measured here, from longer-term reward processing, such as delay 
discounting, that could show different patterns. Potential therapeutic 
interventions building on our immediate reward processing findings 

Table 3 | Correlations between r factors and whole-brain responses during inhibition (n = 215), threat (n = 249) and reward 
processing (n = 214)

Component Feature Direction Domain Statistics# MNI coordinates 
peak

Inhibition Threat Reward P value Cluster 
size

z 
score

x y z

r factor Static Positive – – Right STG 0.040 157 4.22 44 −18 −2

Right insula 0.007 151 4.06 38 26 6

Negative – – Bilateral precuneus <0.001* 376 5.09 12 −68 50

Left IPL 0.001* 307 4.73 −38 −56 50

Dynamic Positive – – Right SFG. right 
Insula

<0.001* 896 4.99 42 −18 0

Left SMG, left dACC <0.001* 353 4.89 −6 64 8

Left SFG, left insula <0.001* 327 4.31 −46 −2 −2

Bilateral dACC 0.041 159 3.91 2 14 34

Negative – Left IPL – <0.001* 479 5.31 −34 −72 50

Right IPL 0.001* 341 4.44 44 −66 46

Reminder acceptance Static/dynamic Positive – – –

Negative – – –

Behavioral control Static Positive rIFG – – 0.031 179 4.28 40 12 36

Negative – – Left precentral and 
postcentral gyrus

0.003 246 3.87 −68 −14 22

Dynamic Positive – Right 
postcentral 
gyrus right 
IPL

0.001* 357 4.37 56 −26 46

Left 
precentral 
gyrus

0.003 293 4.57 −56 14 30

Left IPL left 
postcentral 
gyus

0.005 268 3.76 −56 −22 40

Right IPL <0.001* 471 4.08 44 −46 44

Right insula 0.010 205 4.27 38 24 −2

Negative – – –
#Whole-brain level partial correlation analyses were conducted using a primary threshold P < 0.005 and cluster-level FWE-corrected threshold (P < 0.05, two sided). The cluster-level FWE-
corrected P values and corresponding cluster size are reported. The z score for the peak voxel and corresponding Montreal Neurological Institute (MNI) coordinates are reported. Starred  
P values and the bolded regions indicate clusters that survived additional Bonferroni correction for three domains (tasks), the three components (r factor, reminder acceptance and behavioral 
control) and two features (static and dynamic), 18 tests, P < 0.0028. Exact P values are included in Supplementary Table 8b.
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could include attention bias training focusing on positive, reward­
ing cues to guide behavior. Indeed, positive attention bias training 
improved mental health in children and adolescents37, supporting 
the notion that attentional bias to positive and not to threat-related 
stimuli promotes resilience. Targeted brain stimulation to engage 
the superior frontal and medial gyrus in individuals at risk could 
be another interesting approach to consider after further study of 
this association, though more precision is needed before this can be 
operationalized.

Two secondary components of resilience for reminder acceptance 
and behavioral control were identified in this study. Lower threat-
related hippocampal activation correlated with greater (increase of) 
resilience to trauma reminders, though this finding did not survive 
Bonferroni correction, and the result should be interpreted with cau­
tion. The hippocampus has consistently been implicated in PTSD and 
(trait) resilience, though direction of findings have been varied6,7,38–40, 
possibly because subregions of the hippocampus are typically pooled 
together in one ROI regardless of their unique functions and different 
functional connectivity, for example identified in PTSD41. Furthermore, 
type of symptoms could differentiate hippocampal involvement. Reex­
periencing symptoms has been associated with overengagement of the 
hippocampus during emotional memory encodings42, whereas more 
distress-related symptoms are associated with poorer engagement 
of hippocampal memory, which is in line with our earlier publication 

showing lower hippocampal activation in participants with PTSD symp­
toms at 2 weeks43. Our results, therefore, suggest the importance of 
exploring multiple dimensions of resilience that could explain prior 
disagreements in the research for which dimensions were mixed.

Behavioral control was not well-captured by the a priori ROIs but 
instead showed strong associations with a variety of inhibition-related 
regions across all three fMRI tasks. The most robust finding was greater 
right IPL reactivity to threat and reward predicting greater recovery of 
behavioral control over time. The significant cluster for behavioral con­
trol included the postcentral gyrus and was anterior to the IPL region 
observed for the r factor. In addition to its role as part of the DMN, 
the more anterior parts of the IPL have been implicated in inhibitory 
control44,45, which could explain its association with behavioral control. 
Prior studies showed that greater IPL reactivity predicted greater 
recovery from PTSD45, whereas lower IPL activation was associated 
with greater impulsive behavior in problem gamers46 and the impulsive 
subtype of attention-deficit/hyperactivity disorder47. We similarly 
demonstrated that greater inhibition-related rIFG activation during 
the inhibition task was associated with greater behavioral control at 
6 months. The rIFG is another key region for inhibition and impulse 
control, and though this finding was not robust to the additional Bon­
ferroni correction for multiple testing, it supports earlier findings of 
lower inhibition-related rIFG activation in PTSD48,49, alcohol craving 
and drinking50 and change in response with age51.
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Fig. 3 | Neuroimaging correlates of reminder acceptance and behavioral 
control. a, The results for the ROI correlation analyses with reminder acceptance 
scores. Partial correlation analyses between each ROI and static and dynamic 
scores were performed while correcting for site using dummy variables.  
A significance level of P < 0.05 (two tailed) was used. Additional Bonferroni 
correction for multiple comparisons (nine ROIs, three resilience components and 
static and dynamic resilience, 54 tests; P < 0.0009) was applied, and correlations 
that survived this strict correction were indicated in the results section by an 
asterisk. The bilateral hippocampus ROI (top left), its correlation with static 
reminder acceptance (dark red, top middle) and the correlation with dynamic 
reminder acceptance (red, top right) are depicted. A lower 2-week hippocampal 
reactivity to threat cues (the contrast value for fearful is greater than the neutral 
faces) predicted greater reminder acceptance 6 months post-trauma (static 
reminder acceptance, r = −0.20, P = 0.002) and a greater increase in reminder 
acceptance from 2 weeks to 6 months post-trauma (dynamic reminder acceptance, 
r = −0.17, P = 0.012). The error bands indicate the 95% confidence interval. 

Sensitivity analyses were performed correcting for age, sex, trauma type, trauma 
severity and childhood trauma. The correlations remained significant but did not 
survive Bonferroni correction (see Supplementary Materials 8 for details).  
b, Whole-brain correlations (P < 0.005, two sided, FWE-cluster corrected, 
additional Bonferroni correction for multiple comparisons across the three task 
domains, three resilience components and static and dynamic features; 18 tests; 
P < 0.0028) for dynamic behavioral control. Bottom left: the significant correlation 
for behavioral control with reactivity to monetary reward (the contrast value for 
gain is greater than loss) in the right IPL. Bottom right: the significant correlation 
for behavioral control with threat-related reactivity in the right postcentral 
gyrus. The scatterplot is a visual representation of the significant cluster that was 
extracted using REX for reward processing (blue) and threat processing (red). The 
error bands indicate the 95% confidence interval. The sensitivity analyses were 
performed and correlations remained significant (P < 0.001) after correcting for 
age, sex, trauma type, trauma severity and childhood trauma using the extracted 
data (see Supplementary Materials 8 for details).
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Prior studies investigating the neurobiology of resilience gener­
ally concluded that lower threat reactivity in the amygdala and greater 
activation in prefrontal, hippocampal and salience network regions 
were associated with greater levels of resilience mostly using threat- 
or inhibition-related paradigms3. Few studies in the early aftermath 
of trauma have investigated reward-related processing52–54, and the 
current study shows the importance of studying neurobiological 
mechanisms of reward processing in addition to threat and inhibi­
tion. A second limitation of prior research includes small sample sizes 
and limited power for unbiased (whole-brain) analyses. Indeed, most 
studies used ROI analyses and focused on brain regions of the threat 
neurocircuitry (including the amygdala, hippocampus and vmPFC), 
whereas our whole-brain analyses suggest important associations with 
cortical regions outside previously studied regions and providing new 
directions for future study and interventions.

One important limitation of our study is that scans were collected 
2 weeks post-trauma, and brain responses possibly or partly represent 
adaptations in this early post-trauma period. We addressed the possibility 
of early changes by including 2-week data in the dynamic analyses. Further, 
we are interested in mechanisms of change from this 2-week time point, 
as this early period following trauma may provide the best window of 
opportunity for early interventions in a civilian population. Nevertheless, 
true prospective studies, such as a notable one in ref. 4, investigate differ­
ent mechanisms, and therefore our conclusions cannot be generalized 
to all time points given the dynamics of resilience. It is also important to 
note that our dynamic r factor captures the change from early symptoms 
following trauma and future directions include a deeper dive into the 
dynamic scores by evaluating more detailed time courses of fluctuation 
in symptoms. Moreover, it does not capture dynamics in resilience that 
could change with repeated trauma or other forms of stress. Lifetime 
trauma exposure influences our resilience scores, and it is important 
to recognize that our r factor score reflects a combination of variables 
(including biological sex, age and childhood trauma) that contribute 
to mental well-being following recent trauma exposure. An important 
strength of our study is that all participants have recently experienced 
a traumatic event (mostly motor vehicle collisions), and our approach is 
most productive for the development of early interventions. Additionally, 
the test–retest reliability for the three fMRI tasks used in this investiga­
tion is unknown. This is an important limitation given recent substantial 
critiques of the within-subjects reliability that is possible to obtain using 
many well-studied fMRI tasks55. We apply Bonferroni corrections for our 
ROI analyses (P < 0.0009) to promote reproducibility of our findings, but 
our power analyses suggest we may be underpowered to detect effects 
in our ROIs with this stringent correction. Another limitation is that the 
results are not yet externally replicated and an earlier replication attempt 
of the AURORA study was not successful56, suggesting it would be impor­
tant to see if similar patterns arise in a different dataset before, for exam­
ple, moving to targeted neuromodulation of regions implicated here.

Conclusion
In this large study on civilians with recent trauma exposure, we identify 
a common factor for resilience, the r factor, that explains more than 
half the variance of mental well-being in the first 6 months following 
trauma exposure. Our definition of the r factor and its neural correlates 
is not conclusive but instead provides important novel insights into the 
structure of mental well-being after trauma exposure and may accel­
erate research on resilience and novel early interventions following 
trauma. These findings provide interesting new directions for resilience 
research including the use of a common factor across domains and 
investigating reward processing as a central construct for resiliency.

Methods
Inclusion and ethics statement
The research complies with all relevant ethical regulations. The institu­
tional review board (IRB) of the University of North Carolina approved 

the study protocol (IRB no. 1707-03) as a multisite human subject study 
on 12 May 2017, and other sites created either reliance agreements or 
parallel IRBs. The data analyses were conducted at Emory University, 
and the local IRB number is IRB00097424. All participants provided 
written informed consent. An independent medical study monitor 
reviewed and approved the standard operating procedures associated 
with evaluating and managing individuals reporting clinical worsening 
or as identified by study personnel. The monitor also reviewed written 
reports detailing participant contacts by experienced clinicians.

Participants
The participants were recruited as part of the multisite ED AURORA 
study16. The participants with trauma exposure, defined for this study as 
a traumatic event requiring evaluation at an ED, were approached within 
72 h of their event. This study sample of participants in the early aftermath 
of trauma was chosen to investigate critical changes in neurobiology and 
brain function that increase the risk for trauma-related psychopathology 
in the weeks or months after trauma. The goal was to enroll a sample repre­
sentative of the US population, and there were no enrollment restrictions 
with regards to demographic variables including sex or gender and race or 
ethnicity. Participants were compensated $60 for enrollment and initial 
evaluation, $100 (total) for the 2-week and 6-month evaluations and $105 
for the magnetic resonance imaging (MRI) procedure.

The participants who experienced certain traumatic events, 
including a motor vehicle collision, high fall (>10 ft), physical assault, 
sexual assault or mass casualty incidents automatically qualified for 
study inclusion. Other participants qualified for study inclusion after 
experiencing other types of trauma if: (1) the individual responded to 
a screener question that they experienced the traumatic exposure as 
involving actual or threatened serious injury, sexual violence or death, 
either by direct exposure, witnessing or learning about the trauma and 
(2) the research assistant agreed that the traumatic exposure involved 
actual or threatened serious injury, sexual violence or death and was 
therefore a plausible qualifying event. This investigation included 
n = 2,772 AURORA participants with clinical item-level data at 2 weeks 
or 6 months recruited from September 2017 to December 2020 (final 
freeze for psychometric release). The missing data values were excluded 
listwise, resulting in n = 1,835 (1,175 women; Table 1) participants with 
complete 6-month item-level clinical data usable for analyses.

The participants recruited for AURORA at one of the ED sites 
that funneled participants to one of the five ‘deep phenotyping’ sites 
were invited to undergo an MRI scan (details in ref. 17). fMRI data 
were collected for n = 445; the fMRI scan included a response inhibi­
tion paradigm (n = 428), a fearful faces ‘social threat’ task (n = 431) 
and a monetary reward processing task (n = 427). Functional data 
were excluded from analyses for anatomical concerns (n = 7), lack of 
expected behavioral responses or available data (n = 45 for inhibition, 
n = 14 for threat processing and n = 26 for reward processing), exces­
sive motion (any run with greater than 15% of volumes exceeding 1 mm 
framewise displacement; inhibition, n = 33; threat, n = 25; reward, 
n = 45) or technical issues during the scan (n = 14 for inhibition, n = 15 for 
threat processing and n = 24 for reward processing). The final data were 
available for n = 385 for at least one of the tasks (n = 329 for inhibition, 
n = 370 for threat processing and n = 325 for reward processing). Of 
these, associations with resilience scores were investigated for n = 260 
individuals who had scores available (n = 215 for inhibition, n = 249 for 
threat processing and n = 214 for reward processing; Table 1). Dynamic 
resilience scores (both complete 2-week and 6-month clinical data) 
were investigated for, respectively, n = 189, n = 221 and n = 189. Both a 
priori and post hoc power analyses were computed (Supplementary 
Methods and Supplementary Tables 1 and 2).

Demographic and clinical data collection
The ED assessments were conducted by trained research assistants. 
There were no restrictions to the presence of other individuals 
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including hospital personnel or family members or friends. There 
were no experimental conditions or specific study hypotheses, but 
the research assistants were aware of the general study goals. The 
participants completed interview and self-administered surveys in the 
ED. The participants also had the Mindstrong Discovery Android/iOS 
smartphone app (iOS version 2.2; Android version 1.5.1) downloaded 
onto their smartphone. The follow-up surveys were completed 2 weeks, 
8 weeks, 3 months, 6 months and 12 months after initial evaluation 
via web-based or phone assessments via self-report surveys. For this 
manuscript, data collected in the ED at 2 weeks and 6 months following 
trauma exposure were used in accordance with prior work showing at 
6 months resilience and high-risk groups diverge15, and the 2-week time 
point represents the peritrauma period and corresponds with the time 
point of the MRI scan, thereby providing a good window to account for 
changes after the scan in this peritrauma period.

The demographic data were collected using self-report after 
enrollment in the ED and included race and Hispanic ethnicity, sex 
assigned at birth, marital status, income and education level and 
employment. Additionally, childhood abuse and neglect was assessed 
with the Childhood Trauma Questionnaire-Short Form (CTQ-SF)57 and 
trait resilience was assessed with the Connor–Davidson Resilience 
Scale58. Trauma type was measured using a categorical variable. Trauma 
severity was measured with the ISS and the abbreviated injury scale 
(AIS)59. The ISS takes into account multiple injuries and regions. The 
AIS is an international standard tool for ranking the severity of injury 
on a 6-point ordinal scale. The score equals the sum of the squares of 
the highest AIS scores. Pain in the ED is measured with the Numeric Pain 
Rating Scale, and the question number of body parts with pain (0–18) 
was used as a continuous variable60. The trauma type was quantified by 
assigning each individual’s trauma to the corresponding trauma type 
category, and the categories were numbered and used as categorical 
variable in analyses.

The item-level clinical data were collected with flash surveys at 
2 weeks and 6 months post-trauma, and the raw scores for 45 items 
were used for the analyses (Table 2). From the Patient-Reported Out­
comes Measurement Information System (PROMIS)61,62, nine items 
were included for depression, four items for anxiety and two for sleep. 
The PROMIS items were rated on a scale from 1 (none of the time) to 5 
(all or almost all the time). A total of 20 items were included from the 
PTSD checklist for the Diagnostic and Statistical Manual of Mental Dis­
orders, Fifth Edition (PCL-5)63, a well-validated questionnaire on PTSD 
symptom presence and severity where participants are asked to rate 
their symptoms on a scale from 0 (not at all) to 4 (extremely). Two items 
were included for number of days of alcohol use and nicotine using 
the PhenX Toolkit64. Finally, eight items from the Impulsive Behavior 
Scale—short form65 were included to measure impulsive behavior using 
using a scale from 1 (never) to 5 (very often).

Statistics and reproducibility
The study is a quantitative longitudinal observational study. The experi­
ments were not randomized, and the investigators were not blinded to 
outcome assessments. The patients who presented to the ED within 72 h 
of trauma exposure at participating ED sites were screened for study 
eligibility. The goal was to enroll 5,000 participants in the study, with 
adaptive sampling of specific trauma subsamples and adjustment of 
study design over the course of the study as necessary to achieve study 
goals. The study was not powered to address a specific hypothesis and, 
instead, given the fixed budget and multiple study aims, the study was 
designed to have the largest possible sample size while collecting all 
the types of data needed to address the aims of the parent project. The 
aims included identifying and characterizing trajectories of the most 
common trauma-induced symptoms across mental and physical health 
domains and to conduct machine learning to identify individuals at 
high risk of adverse outcomes following trauma. The study concluded 
in December 2020 with a final sample of n = 2,943 with follow-up data. 

The data for the current manuscript included participants with complete 
item-level 6-month follow-up data (n = 1,835). The subsamples of study 
participants who lived within driving distance of an AURORA neuro­
imaging or deep phenotyping site were asked to return for in-person 
evaluations 2 weeks after the ED visit (n = 445 total). A total of n = 260 
were included in the neuroimaging analyses (after excluding for anatomi­
cal concerns, lack of behavioral responses or available data, excessive 
motion, technical issues or incomplete r factor data). The power analyses 
for neuroimaging data are included in Supplemental Materials 1.

Statistical analyses consisted of several steps, which are detailed 
in the sections below. In brief, the first step included PCA for resilience, 
which was conducted for n = 1,835 in Statistical Package for the Social 
Sciences (SPSS) v.28.0, and examination of the external validity of the 
resilience-related components by examining associations with estab­
lished resiliency questionnaires, age and sex and childhood trauma 
exposure. Second, neuroimaging analyses for n = 260 were conducted 
starting with centralized preprocessing of fMRI data in fMRIPrep v1.1.2. 
The first-level neuroimaging analyses were conducted in statistical 
parametric mapping (SPM) 12. Then ROI analyses were conducted, 
extracting ROIs using REX software. The ROI correlation analyses were 
performed in SPSS. Finally, whole-brain analyses were conducted in 
SPM12. Rigorous statistical thresholds were used to promote replica­
bility of the findings.

PCA for resilience
PCA using the item-level clinical data was performed using SPSS v28.0. 
Varimax rotation with a maximum of 25 iterations for convergence was 
used. The components were extracted based on eigenvalues greater 
than 2. The scores were saved as variables to create resilience scores for 
6 months (static resilience scores). To create dynamic resilience scores, 
we estimated the 2-week resilience scores based on the loadings derived 
from the 6-month data created with the PCA. Time of assessment  
(2 weeks versus 6 months) was used as a selection variable, such that the 
PCA was based on 6-month data, and estimated factor scores were com­
puted for the 2-week data using the same factors. The 2-week scores 
were subtracted from the 6-month static scores to calculate dynamic 
resilience scores. Table 2 presents the varimax rotation loadings for 
each of the items for each factor. These participant-level static and 
dynamic resilience scores were used for the neuroimaging analyses.

fMRI
High-resolution T1-weighted structural scans were collected using 
multiecho magnetization-prepared rapid acquisition gradient echo 
(MP-RAGE) using comparable parameters across the five imaging sites 
(site 1: repetition time (TR) of 2,530 ms; echo times (TE) of 1.74, 3.6, 5.46 
and 7.32 ms; inversion time (TI) of 1,260 ms; flip angle of 7; field of view 
(FOV) of 256 mm; 176 slices; and voxel size of 1 mm × 1 mm × 1 mm. Site 
2: TR of 2,530 ms; TEs of 1.74, 3.6, 5.46 and 7.32 ms; TI of 1,260 ms; flip 
angle of 7, FOV 256 mm, 176 slices; and voxel size of 1 mm × 1 mm × 1 mm. 
Site 3: TR of 2,300 ms, TE of 2.96 ms, TI of 900 ms, flip angle of 9, FOV of 
256 mm, 176 slices, and voxel size of 1.2 mm × 1.0 mm × 1.2 mm. Site 4: TR 
of 2,530 ms; TEs of 1.74, 3.65, 5.51 and 7.72 ms; TI of 1,260 ms; flip angle 
of 7, FOV of 256 mm; 176 slices; and voxel size of 1 mm × 1 mm × 1 mm. 
Site 5: TR of 2,300 ms, TE of 2.98 ms, TI of 900 ms, flip angle of 9, FOV 
of 256 mm, 176 slices, and voxel size of 1.2 mm × 1.0 mm × 1.2 mm). One 
imaging site collected a standard 1-mm isotropic MP-RAGE sequence, 
as it was unable to collect MP-RAGE scans. fMRI data were collected 
using identical parameters to measure blood-oxygen-level-dependent 
signals across sites; however, scan time slightly different between sites 
(site 1: TR of 2,360 ms, TE of 30 ms, flip angle of 70, FOV of 212 mm, 
44 slices, voxel size of 3 mm × 2.72 mm × 2.72 mm and 0.5 mm gap; 
site 2: TR of 2,360 ms, TE of 30 ms, flip angle of 70, FOV of 212 mm, 44 
slices, voxel size of 3 mm × 3 mm × 3 mm and 0.5 mm gap; site 3: TR 
of 2,360 ms, TE of 29 ms, flip angle of 70, FOV of 212 mm, 44 slices, 
voxel size of 3 mm × 2.72 mm × 2.72 mm and 0.5 mm gap; site 4: TR 
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of 2,360 ms, TE of 30 ms, flip angle of 70, FOV of 212 mm, 42 slices, 
voxel size of 3 mm × 2.72 mm × 2.72 mm and 0.5 mm gap; site 5: TR of 
2,360 ms, TE of 29 ms, flip angle of 90, FOV of 210 mm, 44 slices, voxel 
size of 3 mm × 3 mm × 2.5 mm and 0.5 mm gap). See Supplementary 
Table 7 for details. The site was included as a covariate (using dummy 
variables) in all neuroimaging analyses.

fMRI was performed during presentation of three functional tasks 
to assess inhibition, threat and reward processes, also described in 
a prior publication17. The three task paradigms were selected for the 
AURORA study because they have consistently been shown to activate 
neural substrates of interest and represent the National Institutes of 
Health (NIH) Research Domain Criteria domains. Inhibition was meas­
ured using the Go/NoGo task55. The participants were shown either an X 
or an O for 1,000 ms and were instructed to press 1 for X and 2 for O (Go 
trials) but not press a button when a red rectangle appeared behind the 
X or the O (NoGo trial). The task consists of four runs with 26 Go trials, 
13 NoGo trials and 14 blank trials consisting of a black background only. 
The trials were presented in random order. The trials were followed by 
a jittered intertrial interval of 1,250–2,500 ms and a 500 ms fixation 
cross. Threat processing was assessed with the fearful faces task66. The 
participants viewed blocks of static fearful and neutral faces from the 
Ekman and Friesen faces library. A total of 15 blocks with fearful faces 
and 15 blocks with neutral faces were presented in pseudorandom 
order, and the block order was counterbalanced across participants. 
Each 6,000-ms block consisted of eight different face simuli, each pre­
sented for 500 ms with a 500 ms interstimulus interval. After every ten 
blocks, a 10,000 ms rest period occurred in which the participants were 
instructed to relax. For reward processing, a short version of Delgado’s 
monetary reward task67 was used. The participants viewed a card with a 
question mark and were asked to indicate by a button press whether they 
guess the card’s value would be higher or lower than 5 before the real 
value was revealed. A total of 40 trials were presented, each including 
a 2,000-ms guessing period in which a button press was recorded, then 
the card’s value and monetary outcome was presented after a 2,000–
4,000 ms delay. The participants were told they would win $1 for each 
correct guess and lose $0.50 for each incorrect guess and were told they 
would receive this money. Unknown to the participants, the outcome 
was predetermined to create ten wins and ten losses, resulting in $10.

Preprocessing information is reported in detail in our prior study17. 
Briefly, the functional images were preprocessed with fMRIPrep, ver­
sion 1.2.2 (ref. 18). Echo-planar imaging scans were coregistered to the 
T1-weighted images. The scans were spatially realigned, slice-time cor­
rected and normalized to the 2009 International Consortium for Brain 
Mapping-152 template. Independent Component Analysis-based Auto­
matic Removal of Motion Artifacts was used to correct for volume-wise 
motion and other sources of artifact68. An overall motion threshold was 
implemented for any run with greater than 15% of volumes with more 
than a 1 mm framewise displacement to handle cases in which motion 
was probably too high for effective Independent Component Analysis 
correction. Finally, the images were smoothed with a 6-mm kernel.

First-level statistical modeling was conducted in SPM12. For the 
Go/NoGo task, correct Go and correct NoGo trials were modeled in an 
event-related design (0 ms event duration), and incorrect Go and NoGo 
trials were modeled separately. The contrast of correct NoGo>Go trials 
was used to measure response inhibition. For the fearful faces task, 
blocks of fearful and neutral stimuli were modeled with separate boxcar 
functions representing the onset and 8,000 ms duration of each block 
and were convolved with a canonical hemodynamic response function. 
The fearful>neutral face contrast was used to measure threat process­
ing. For the card task, the gain and loss trials were modeled as separate 
experimental conditions in an event-related design. Furthermore, each 
trial during which the participant did not press a button was modeled in 
an error condition. The gain>loss contrast was used to measure reward 
processing. In all first-level models, nuisance regressors included white 
matter, cerebrospinal fluid and global signal time courses.

ROI analyses
ROIs were selected for the larger AURORA study17 and consistently used 
here. Anatomical boundaries were used to define bilateral ROIs. For inhi­
bition (NoGo>Go contrast), the hippocampus (Hammers atlas69) and the 
vmPFC (defined based on our prior study findings; 6-mm sphere around 
−4, 44, −4 (ref. 70)) were used. For threat processing (fearful>neutral 
faces contrast), the amygdala (based on the CITI168 subcortical atlas71), 
the bilateral hippocampus (Hammers atlas) and the subgenual anterior 
cingulate cortex (sgACC) and dACC, respectively, defined ad BA25 and 
BA32 (map of the Brodmann area from the WFUPickAtlas), were used. 
For reward processing (gain>loss), the nucleus accumbens and bilateral 
amygdala (CITI168 subcortical atlas) and OFC (Harvard–Oxford atlas) 
were used. The mean across all voxels in each ROI was extracted from 
first-level contrasts using REX19, also described in our earlier papers43,66.

To test our hypotheses that greater ROI contrast values were 
related to greater static and dynamic resilience scores, partial correla­
tion analyses between each ROI and static and dynamic resilience scores 
were performed while correcting for site using dummy variables. The 
outliers with contrast values that deviated more than three standard 
deviations (s.d.) from the mean were assessed and excluded separately 
per task (n = 2 for inhibition, n = 5 for threat processing and n = 2 for 
reward processing). A significance level of P < 0.05 (two tailed) was 
used. Additional Bonferroni correction for multiple comparisons (nine 
ROIs, three resilience components and static and dynamic resilience, 
54 tests; P < 0.0009) was applied, and correlations that survived this 
strict correction were indicated in the results section by an asterisk.

Whole-brain analyses
Whole-brain group-level maps were created for inhibition, threat and 
reward contrasts and included dummy variables for site. A factorial design 
with multiple regressors was used to examine the voxel-level correlations 
between the contrast estimates for inhibition, threat and reward with each 
of the continuous resilience scores as covariates in separate models. A pri­
mary threshold of P < 0.005 combined with a family wise error (FWE) clus­
ter-level correction was applied to correct for multiple comparisons using 
the default in SPM12. Clusters surviving the FWE-corrected threshold are 
reported in Table 3. Additional Bonferroni correction was applied to cor­
rect for the three task domains, three components and static and dynamic 
resilience (18 tests, P < 0.0028; indicated by an asterisk in Table 3).  
The means of the clusters robust to the additional Bonferroni correction 
were extracted and are displayed in Figs. 2 and 3.

Reporting summary
Further information on research design is available in the Nature 
Portfolio Reporting Summary linked to this article.

Data availability
We agree to make materials, data and associated protocols promptly 
available without undue qualifications. The data and/or research tools 
used in the preparation of this manuscript were obtained from the 
NDA. The NDA is a collaborative informatics system created by the NIH 
to provide a national resource to support and accelerate research in 
mental health. The dataset identifier(s) include the NIMH Data Archive 
digital object identifier 10.15154/zwyn-rb26. The masks used for the ROI 
analyses are freely available. The Hammers atlas is available via https://
brain-development.org/brain-atlases/ (ref. 72), the CITI168 subcortical 
atlas via https://osf.io/r2hvk/wiki/home/ (ref. 73), the WFUPickAtlas via 
https://www.nitrc.org/projects/wfu_pickatlas (ref. 74) and the Harvard/
Oxford atlas via https://neurovault.org/collections/262/ (ref. 75). REX 
software is available via https://www.nitrc.org/projects/rex/ (ref. 19).

Code availability
We agree to make code promptly available without undue qualifica­
tions. More information is available at https://github.com/sjhvanrooij/
rfactor (ref. 76).
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